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Abstract

With thecontinualgrowthof theParallelDistributedSystemFacility (PDSF)Linux
cluster.we havestartedto exploredifferent storagesolutionsto meetour users'needs.
This searchstartedby increasingthe hard drive size in our current systems,then by
looking at expensiveNetwork Attached Storage(NAS) solutions when performance
startedto be an issue. Currentlywe havestartedto investigatehow to useour existing
hardwaremoreefficiently, becauseof the continualdriversandsoftwareimprovements
for Linux. Our Questions:Could our low costsolutionsstandup to the demandsof a
clusteredenvironment? Could they offer comparableperformanceand more important
could they scaleto largenumbersof connections?We hopeto answerthesequestions
here.

1. Introduction

Since PDSF is a productioncluster,
thesetupof thesetestshadto be scheduled
around the production jobs. This file
system work is in support of our user
groups.

PDSF is a clusterof about200 dual
processor systems. Most systems are
connectedto the networkvia fast Ethernet,
but thereis a classof machineswhich we
call 'high-bandwidthnodes'which have a
GigE connection. All of the cluster
machinesmade up the testbedfor this
work.

Most of the sciencedone on PDSF
involves high energy physics, whose

problemsnormally havea datasetthat is 1-
5 GB in size with file sizesranging from
80-200MB. This dataresideson what we
term 'disk vaults'. PDSF currently has
about 35 disk vaults, with an average
exportedfile systemsize of 500 GB. We
are looking at having to increase this
storage by 50 TB for the coming year.

We first tried to solve our growing
datarequirementby increasingthe size of
the hard drives. Instead of 0.5 TB we
would have1 TB for the file system. This
proved to be unworkablesince more data
could be storedon the nodethan the node
was able to serve to the researchers.

We then thought about mirroring
NFS servers. This would increase
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performanceof accessingthedatabut at the
cost of doubling our storagerequirements.
This could not be donebecauseof the lack
of fundsandtheusers'desireto use'all' the
disk space.

Next we looked at a NAS solution.
These provided the scalability that we
wantedandlookedto be a goodfit, but the
usersthen changedthe amountof storage
requiredfor the year,thusplacingtheNAS
out of financial reach.

Finally we started to look more at
what we could do to leverage current
hardwareandsoftware. This becamemore
feasible with improvements in drivers,
more file systems choices and time to
evaluate these options.

To startwith, we limited our teststo
the following parameters:

� Userswill havelargish files (in relation
to Linux's 2 GB limit.)

� Userswill mostly read/writethesefiles
sequentially.

� Jobswill be bursty. Many of the same
type of jobs will be executing at the
same time against the same datasets.

Thus, we chose to look at a large
numberof clients accessinga single NFS
partition, sequentiallyreadingand writing
individual files.

2. Overview of the conclusion

We haveconcludedthat the XFS file
system offered the best solution for our
needs.This wasbecauseof its performance
and support for Data ManagementAPI
(DMAPI). But we should also mention
ReiserFSfor making a strong showing as
an alternative.

As this papershows,thereare really
no overall winners or losers. The
application has a lot to do with
performance, and a study of the I/O
characteristicsof theapplicationsshouldbe
performed before a storage solution is

considered.
Both the NAS's and the cluster file

system performed very well, but in our
situationwe do not havethemoneyto fully
implement either system. However, we
havepurchaseda smallerNAS to serveas
our 'home'and cluster-criticalserver. Our
goal has always been to provide an
economicalclusteringenvironmentfor our
users, and this guided our testing.

Belowyouwill find our resultssofar.
Hopefully, testingwill continuewhen new
developmentsaremadeavailableandthose
resultswill alsobesharedwhencompleted.
All related work will be linked off the
PDSF web site at http://pdsf.nersc.gov.

3. Testing method and setup

PSDF usestwo connectionmethods
for its compute nodes. The GigE-
connectedmachineswere used for tests
under40 clients,while 40 andaboveclients
also used the fast Ethernet nodes. All
nodeswere runninga Linux 2.2.19kernel.
The networking switches used were all
Extreme7i's with Cisco 3548sconnecting
the fast Ethernet nodes. The Cisco
switches had a GigE uplink to a head 7i.

Iozone[IOZ] was selected as the
benchmarkprogram. Scriptswere written
to log into the client nodesand submit an
'at' job to start the test. Since ntpd was
runningcluster-wide,this was judgedto be
a good synchronization mechanism.  

One of two problems encountered
wasclient-sidecaching. If Iozonewasrun
first with a write test, which createdthe
temporaryfile to be usedfor the readtest,
the file would thenbe cachedon the client
side creating misleading results. This
problemwasovercomeby usingthe -i flag
and we specifiedeach test to run in this
mode. First a write testwasrun specifying
an output file and requestingit not to be
deleted. When all the write tests were
done,the readtestswould startandrequest
a differently numberedtemporaryfile; one



that wascreatedon a different client. This
helped to avoid client-side caching.

A 1 GB file was selectedfor all the
tests. This size may be a little larger than
the averagesize of a user file, but it was
large enough that when the number of
clients increased,the testswould stressthe
disksandnot run for days. This would not
fully eliminate the server-side cache,
especially for the low number of clients,
but theaggregatefrom all the clientstested
would fill the server cache.

TheIozonecommandsthatwereused
for the testsare shownbelow. TESTDIR
was the NFS mountpoint for the testand
the $2 was used to select the appropriate
temporary file to use. All output was
placedinto run.txt which was a temporary
file stored locally. This file was later
copied to a central server for processing.

iozone -c -t 1 -i 1 -s 1000m -e -w -f
${TESTDIR}/iozone.$2 >> /tmp/run.txt

iozone -c -t 1 -i 0 -s 1000m -e -w -f
${TESTDIR}/iozone.$2 >> /tmp/run.txt

Testswerelimited to sequentialreads
'-i 1' andsequentialwrites '-i 0'. Therehas
beenlittle testingdonewith randomaccess
reads/writes or profiling.

Only a single Iozoneprocessran on
each client system. We wished to test
throughputand server connectivity so we
ran a few teststo seeif running multiple
Iozone taskson the clients would give us
better throughput and more connections.
Table 1 showedus that running multiple
instancesor multiple threadson a client
gave us mixed results. This may be
investigated further to provide more
connections for scalability testing.

The serverside consistedof dual 1.6
GHz Athlons with an LSI 2 Gb fibre
channelcard. The disk systemwas a 7
drive IDE-RAID system in a RAID 5
configuration. A dual port SysKonnect
card provided the network connection.
(Only one port was active.) This server
wasrunninga 2.4.19-pre10kernelwith the
NFS_ALL[TMNB24] patchesandthe XFS
extensions. The NFS all patches also
contained Neil Brown's NFS over TCP
patch which allowed for up to 32K
read/writeblock size. (It wasnot necessary
to patch the clients to use 32K read/write
blocks.) A furthernoteshouldbemadethat
UDP was the transportusedfor all test -
NFS over TCP will be lookedat later. All
other drivers were stock with the kernel.
The RAID 5 systemhad one partition and
the file systemwas placedon that. There
where35 nfsdthreadsstartedon theserver.
The effects of using a larger number of
threads,especiallywith regardsto scaling
may be investigated at a future time.

4. Ext3 tests

We startedwith thedefaultLinux file
system ext2 journaling variant,
ext3.[OLS00] The ext3 drivers are
distributed with the kernel so no patches
wererequired. The file systemwascreated
with this command:

mkfs.ext2 -j -b 4096 -i 262144 /dev/sda1

This createsa journaled file system
with 4k blocksand a decreasednumberof
inodes. Thedefaultjournalingmethodthat
EXT3 uses is:

"data=ordered"Only journalsmetadata
changes,but data updatesare flushed
to disk beforeany transactionscommit.
Data writes are not atomic but this
modestill guaranteesthatafter a crash,
files will never contain stale data

Table 1: Stream performance number (KB/s)

Reiser Read Write
1 Stream 41823.08 44592.68
2 Streams 28586.15 38451.68
2 Processes 24770.57 37046.32
2 Machines 27943.13 51877.45



blocks from old files.[EFAQ]

Local tests showed:

While the NFS tests showed:

Readingfrom the EXT3 file system
seemsto peekat 8.5 MB/sec for anything
greaterthan one process. There is a 'big
kernel lock' (BKL) patch that can be
applied to EXT2 and this should improve
EXT3 reads,andmay be investigatedlater.
This BKL could also accountfor the odd
read and write performance.

Advantages:
� Included in the kernel.
� Default file system, thus well tested.

Disadvantages:
� Little optimization for high

performance.

Future:
� New H-Treepatchesfor bettermeta-data

access.[HTR]
� Big kernel lock removal in file system

code.[LSE]

5. JFS tests

JFS[JFS] version 1.0.20 from the
IBM site was used. Installation,
configurationandsetupwasvery clean. It
installs into its own directory and only

modified the configuration menu.
Local performance numbers were:

We werenot ableto gatherany other
local performancenumbersfor JFS since
running the six simultaneoustaskscaused
the systemto hang repeatably. No oops
code was generated.

As for theNFSperformance,hereare
the numbers:

Herewe seethat JFSseemsto suffer
form the samereadperformancelimitation
as EXT3. While write performancedoes
improve, it seems that there is some
contention still in the code.

One other problem was encountered
with JFS. Whenperforminga 40-clienttest
with an Qlogic card, the kernel generated
an oops in jfs_metapage.c. This was
repeated twice.

Advantages:
� A very clean installation process.

Disadvantages:
� Unstable

6. ReiserFS tests

The ReiserFS[REIFS] tests where
done with the default code found in the
2.4.19-pre10kernel. Also we createdthe
default file system with the command:

mkfs.reiser /dev/sda1

Table 2: EXT3 Local Performance (KB/s)

Table 3: EXT3 NFS Performance (KB/s)

Table 4: JFS Local Performance (KB/s)

Table 5: JFS NFS Performance (KB/s)

Clients 1 6 13 40
Reads 47917.35 8592.97 7272.20 8179.06
Writes 47556.69 35722.87 37727.60 41864.59

Clients 1 6 13 40
Read 8k 8028.14 8578.72 8259.68 5700.14
Read 32k 9716.24 13944.02 14718.30 14977.66
Write 8k 15424.91 12939.76 40389.36 41815.93
Write 32k 21692.16 12885.18 13742.93 41587.48

Clients 1
Reads 47035.60
Writes 46345.12

Clients 1 6 13 40
Read 8k 7797.43 7595.22 6801.22 4746.73
Read 32k 8360.69 13377.27 15295.13 13226.02
Write 8k 6495.13 11676.33 17546.88 9599.22
Write 32k 6889.07 11760.76 29741.40 14516.31



Reiser's local performance was
measured at:

While its NFSperformanceasseenin
Table 7 was:

As canbeseen,Reiserdoesvery well
evenwhen scaling. Reiser'sotherstrength
is in its meta-dataperformance,(testingjust
startedon this aspect,but meta-datais not
as critical to PDSF.)

Advantages:
� Good data and meta-dataperformance

and scalability.
� Included in the kernel.

Disadvantages:
� None really.

7. XFS tests

Here are both the local and NFS
performancenumbersfor the XFS[XFS11]
file system:

Installation here was also
straightforward- Just install the tar ball
from the web site. Although the
installationis clean,XFS doesmodify other
Linux files, such as parts of Linux's VFS
layer.

XFS's performancestayspretty high
up to 40 clientsand the write performance
doesnot drop much. The modification to
the VFS layer seemsto be justified. But
how do thesechangeseffect the other file
systemstested? We will talk aboutthat in
Section 10.

Advantages:
� Fastest and more scalable Linux file

system tested.
� Promising other add-ons (ie DMAPI).

Disadvantages:
� Modified of the VFS layer.

8. GPFS tests

We included the GPFStestshere to
seewhat a current cluster file systemcan
do. The tests were performed on the
AlvarezLinux cluster,which consistsof 87
dual PIII 866 nodes.

The GPFSsetupon Alvarez consists
of onevolume which is sharedacrosstwo
I/O nodes. Each I/O node has 2 GB of
memoryand the storagenetwork is across
Myrinet. Thetestsweredoneby settingup
a PBS job to schedulethe Iozone tasks
acrossthe desirednumber of nodes. As
above,therewhere40 testfiles which were
createdearlier,andtheteststartedby doing
a readtest and then a write test. The test
scriptalsocycledthroughthe availabletest
files so the file readwas different than the
file written.

Installation and setup of GPFS was
easy. RPMs were used to distribute and
install files on the serversand clients. At
this point the file system was built and
configuredby the suppliedutilities. This

Table 6: ReiserFS Local Stats (KB/s)

Table 7: ReiserFS NFS Stats (KB/s)

Table 8: XFS Local and NFS Performance (KB/s)

Clients 1 6 13 40
Reads 46014.53 24714.50 19602.21 18965.23
Writes 47401.78 43957.83 44230.47 41886.47

Clients 1 6 13 40
Read 8k 8403.05 9568.47 7967.47 5865.89
Read 32k 42537.24 21830.05 17845.33 14415.63
Write 8k 30784.17 36629.59 36594.95 41512.78
Write 32k 44201.83 51213.73 50429.35 41727.31

XFS Local 1 6 13 40
Reads 48321.17 74022.53 48234.87 35648.13
Writes 49136.25 54591.74 50239.26 40686.25

XFS NFS 1 6 13 40
Read 8k 18946.82 47670.20 34236.26 19247.73
Read 32k 29336.81 58523.86 35676.95 26239.88
Write 8k 26392.25 53153.81 37025.32 44936.48
Write 32k 54936.93 53115.75 48487.28 44277.17



all went very well.
FromTable9 you will seethat GPFS

hasa good single streamperformanceand
tendsto level outnicely. Therewasa slight
dip as the number of concurrent files
increased, but no serious performance
problems where seen during the testing.

Even though we did not experience
anyproblemsduringour testing,therehave
been a few problems. One of the most
frustratingwas with serverfail over. The
fail over from one server to the other
worked without a problem, but when the
downserverwasbroughtbackup andtried
to join GPFS,theoriginal serverwould not
relinquish control and the whole GPFS
volume needed to be taken down and
restarted. If you would like more
information about GPFS on Intel, please
contact Thomas Davis (TADavis@lbl.gov).

GPFS does provide a lot of the
functionality that PDSFis looking for in a
file system, but in order for PDSF to
implement a GPFS solution we may have to
maketoo manychanges. PDSFcould not
use GPFSas testedsince we only have a
fastEthernetnetwork. This couldbe done,
but we fear the performancewould not be
very good. Also we could treatGPFSasa
NAS. Basically NFS export from the I/O
serverstheGPFSvolume. At this point we
would lose the benefits of a cluster file
system.

More testingwill bedonewith GPFS.
We will be looking at trying to export
Alvarez's GPFS volume to PDSF and
measureits performance. If things work
out,we would alsolike to do thesamewith
theSP2'sGPFSvolume. In anycase,other
testingto be donewith GPFSis in the low
end to seewhen the maximumthroughput
is  reached.

Advantages:
� Very nice performance and scaling.

Disadvantages:
� Tied to RedHat kernels (2.4.9 currently)
� Stability could be improved.
� Not released yet.

9. Other tests for comparison

Thesenext two testswere performed
on NAS appliances. BlueArc[BA] is a
system based on FPGA's. Embedded
within the FPGA'sare the protocols(NFS,
CIFS) and the file systemcode. BlueArc
uses fibre channel disks and RAID
controllers to do all the back end work.
Our system was an Si7500 with three
volumesof 24x73GB disks,seeFig 1. The
disks were arranged in a RAID 5
configurationwith eachvolume seenas a
separate mount point.

Thesecondsystemwasa Zambeel[Z]

betasystem,which takesa more modular
approachto design. It usesmore off-the-
shelf componentsand can be expanded
moreeasily. Our systemhada total of 4.5

Fig 2: Zambeel Architecture

Fig 1: BlueArc Architecture

Table 9: GPFS Performance numbers (KB/s)

Clients 1 6 13 40
Gpfs-read 57570.93 83449.06 82461.17 81942.55
Gpfs-write 65291.69 101991.99 101413.85 100797.08



TB of disk space in a RAID 0 + 1
configuration. The entire NAS volume is
seenasonemountpoint. SeeFig 2 for an
abstract view of the system.

The measuredperformanceof both
systemscanbe seenin theTable10. Both
systemsshowed good scaling and better
performance than our old 3ware setup.

10.Combined outlook

To startwith, we shouldrevisit for a
minutetheXFSmodificationsto thekernel.
Since the VFS layer was changedwe ran
sometestsof thedifferentfile systemswith
and without the XFS changes. Tables11
and 12 show the read and write test
differences for each of the other file
systems.

Since PDSF was wanting to use
XFS's DMAPI support, we looked
primarily at kernels with the XFS
modifications. This was an administrative
decision to help keep the differences in
configuration of the cluster to a minimum.

In general,the 8k readtestsshowed
the file systemsperformed better with a
non-XFS modified kernel, while the 32k

testsshowedthem working betterwith the
XFS modifications. On write performance,
the improvementwas not seen,and most
file systemsactuallyshoweddegradationin
performance. Overall, JFS seem to be
affectedmorein the negative,while Reiser
seemedto enjoy a boost in performance.
Furtherinvestigationis neededto seeif the
XFS modifications addressproblemsthat
are being looked at in the LSE[LSE]
project.

Figs 3 and 4 are graphsto show the
differencesbetweenthe testedfile systems.
While Figs 5 and 6 show how the best
Linux file system compared to other
solutions.

11.Summary of results

Where to go from here? There are
still a lot of areasto look at. But with the
32k performance of most of the file

Table 10: NAS System Performance (KB/s)

Table 11: Read performance between an XFS and
Non XFS kernel (KB/s)

Table 12: Write performance between an XFS
and Non XFS kernel (KB/s)

Reads 1 6 13 40
bluearc-8k 40575.87 53236.93 60174.36 96260.70
bluearc-32k 44569.88 113487.58 103863.53 101062.00
zambeel-8k 12420.33 55096.81 83153.35 93430.13
zambeel-32k 14003.56 69839.84 146948.82 179036.76

Writes 1 6 13 40
bluearc-8k 51556.87 58458.49 58182.25 57421.55
bluearc-32k 38374.12 68768.49 70493.14 65259.10
zambeel-8k 6076.13 21436.48 29228.35 40337.94
zambeel-32k 9052.22 39046.55 51213.14 64013.78

Reads 1 6 13

Reiser 8k XFS 8403.05 9568.47 7967.47

Reiser 8k Non 15459.91 9830.54 8719.35

Reiser 32k XFS 42537.24 21830.05 17845.33

Reiser 32k Non 12641.68 9815.06 7380.44

JFS 8k XFS 7797.43 7595.22 6801.22

JFS 8k Non 12849.63 12247.40 8444.66

JFS 32k XFS 8360.69 13377.27 15295.13

JFS 32k Non 10314.70 10714.07 8478.87

EXT3 8k XFS 8028.14 8578.72 8259.68

EXT3 8k Non 7228.80 10105.08 7893.10

EXT3 32k XFS 9716.24 13944.02 14718.30

EXT3 32k Non 7582.21 10223.15 7707.76

Writes 1 6 13

Reiser 8k XFS 30784.17 36629.59 36594.95

Reiser 8k Non 31787.37 36181.90 37100.72

Reiser 32k XFS 44201.83 51213.73 50429.35

Reiser 32k Non 31530.96 36188.12 35364.90

JFS 8k XFS 6495.13 11676.33 17546.88

JFS 8k Non 11285.75 12008.36 13395.40

JFS 32k XFS 6889.07 11760.76 29741.40

JFS 32k Non 9313.03 11092.02 14850.98

EXT3 8k XFS 15424.91 12939.76 40389.36

EXT3 8k Non 14752.48 43210.31 32651.24

EXT3 32k XFS 21692.16 12885.18 13742.93

EXT3 32k Non 14762.58 40937.51 39806.24



systems,a look at NFS overTCP or Jumbo
frames may not buy us any performance
increases. NFS over TCP may provide
someincreasedmeasureof reliability, but
that may be secondaryto looking at other
performanceenhancements.Theareasnext

on the list are the 'bouncebuffer' patches.
This only affectsmachineswith more than
1 GB of memoryandhasto do with DMA
transfers. A group at Berkeley Lab has
seen marked improvements with these
patches,but they were doing raw I/O and
we will be investigating to see if the
improvementsare passedon to the file
system. The next areato look at is lock

reduction(BKL). It is our hopethat these
changeswill increase local performance
and will translate into improved NFS
performance. If at this point we see a
growinggapbetweenthelocal performance
andthe 32k numbers,thenwe will look at

NFS over TCP andJumboframes. Lastly,
we would like to look at the2.5kernelwith
its rewritten block layer.

And finally, moretestingwill bedone
with increasing the numbers of clients
accessingthe file systems. We havesome
testsup to 190 clients, but with the build-
out this yearwe arehopingto increasethat
number to about 260.

Fig 3: File Systems Read

Fig 4: File Systems Writes
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